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Abstrucr- We have designed a Clearing House (CH) architecture that 
facilitates resource reservations over multiple network domains, and per- 
forms local admission control. Two key ideas employed in this design 
to make the CH scalable to a large user base are hierarchy and aggrega- 
tion. In our model, we assume the network is composed of various basic 
routing domains which can be aggregated to form logical domains. This 
introduces a hierarchical tree of logical domains and a distributed CH 
architecture is associated with each logical domain to maintain the intra- 
domain aggregate reservations. The parent CH in the logical tree main- 
tains the inter-domain reservation requests. Call setup time is reduced 
by performing advanced reservations based on statistical estimates of the 
call traffic across various links. We explore, with simulations, the effi- 
ciency of the CH-architecture in terms of resource utilization, call rejec- 
tions and reservation setup time. 

Keywords-Hierarchical Bandwidth Brokers, QoS Provisioning, Predic- 
tive Online Reservations 

I. INTRODUCTION 
The unpredictable loss, delay and delay jitter in the conven- 

tional Internet can adversely impact the performance of real- 
time applications, such as audio and video conferencing. Such 
applications may need proper resource provisioning in the net- 
work to achieve acceptable end-to-end quality. There has been 
a significant research effort in changing the Internet architec- 
ture to one that can provide different service levels for specific 
quality of service (QoS) requirements. However, it remains an 
open question how to regulate the provisioning of resources or 
services to a particular group of users or hosts depending on 
the network conditions. 

Integrated Services (Int-Serv) with RSVP signaling [ 13 in- 
troduces per-flow reservations in the network to provide per- 
flow QoS guarantees. This approach requires maintenance of 
individual flow states in the routers, and its signaling com- 
plexity grows with the number of users. Therefore, Int-Serv 
with RSVP may potentially become a bottleneck itself with 
negative impact on end-to-end performance. Differentiated 
Services (Diff-Serv) [2], on the other hand, relies on packet 
markers, policing functions at the edge routers, and different 
per-hop behaviors at core routers to provide coarse-grained 
QoS to aggregated traffic. Diff-Serv uses agents, known as 
bandwidth brokers (BB) [3], to negotiate service-level speci- 
fications (SLSs)’ [4] between different autonomous systems, 
whereby SLSs describe the minimum expected level of ser- 
vice and volume of traffic that can be exchanged between two 
domains. Some kind of admission control is required to make 
sure that there are sufficient resources available to meet the 
SLSs. An initial evaluation of bandwidth broker signaling can 
be found in [ 5 ] .  However, it remains unclear how a BB com- 
putes the amount of resources needed for a service type or how 
it sets up end-to-end resource reservations over multiple do- 

l A  Service Level Specification (SLS) is a set of parameters and their values 
which together define the service offered to a traffic stream by a DS domain. 

mains. We still need a better understanding of the inter-broker 
communications. 

A. Motivation 
The lack of a well-studied policy architecture to regulate 

resource provisioning in a scalable manner has motivated our 
design of a Clearing House (CH) as an alternative solution. 
The Clearing House attempts to provide higher QoS assur- 
ance levels and higher network utilization, as offered by state- 
ful networks (e.g. Int-Serv), while maintaining the scalabil- 
ity and robustness found in stateless network architecture (e.g. 
Diff-Serv). Reference [6] has explored a possible implementa- 
tion of such QoS architecture in SCORE network where each 
packet carries additional state information in its header (Dy- 
namic Packet State). 

The Clearing House has long been existent in the banking 
industry as an establishment where financial institutions ad- 
just claims for cheque and bills, and settle mutual accounts 
with each other. Even in the context of the Internet, the con- 
cept of the Clearing House is not entirely new. In 1995, a 
consortium of leading California Internet Service Providers 
formed the Packet Clearing House (PCH) [7] to coordinate 
the efficient exchange of data traffic from one network to an- 
other. The PCH member agreement includes cost of member- 
ship, peering connections and routing policy. For example, 
PCH members may exchange traffic between networks with- 
out any settlement fees. However, the impact of PCH and its 
subsequent developments are unclear. Many architectural de- 
sign issues involved in such an Internet Clearing House re- 
main unexplored. On the other hand, increasing number of 
Internet companies are now offering on-line network resource 
brokerage by gathering guaranteed demand from the prospec- 
tive customers and matching it with the sellers’ capabilities. 
Examples include RateXChange’s Real-Time Bandwidth Ex- 
change (RTBX) [8], Arbinet Global Clearing Network’s trad- 
ing floor for minutes [9] and Priceline.com’s future plan to of- 
fer time-block brokerage for domestic and international long- 
distance calls [ 101. Such business models involve Clearing 
House mechanisms, which have not been studied carefully for 
the Internet scenario where bandwidth efficiency and QoS as- 
surance are important. 

B. Scope and Layout 

We design the Clearing House as an inter-domain policy 
architecture that regulates the resource allocation to different 
groups of aggregated traffic. In our model, various basic do- 
mains (based on administrative or geographic boundaries) are 
aggregated to form logical domains (LD), as shown in Fig. 1. 
These logical domains are then aggregated to form larger log- 
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ical domains and so forth. This introduces a hierarchical tree 
of the LDs and a distributed CH architecture is associated with 
each LD. Individual CH-nodes can be thought of as agents 
that maintain aggregate reservations for all the links within 
the same domain at a particular hierarchical level. The reser- 
vations between neighboring domains are monitored by the 
parent CH-node. This hierarchical tree of CH-nodes form a 
“virtual overlay network” on top of existing wide-area network 
topology. 

Although we present the CH as a general architecture, one 
specific example where CH will be useful is for IT managers to 
manage a WAN (wide-area network) that interconnects corpo- 
rate offices, remote and mobile employees. Corporations have 
turned to Internet VPNs to deliver performance, security and 
manageability to their various sites scattered across the coun- 
try. However, existing SLAs2 [ 1 11 between service providers 
(ISPs) and customers have focused on backbone performance 
guarantees, and do not reflect the end-to-end performance of 
individual applications. In addition, some fraction of the traf- 
fic may traverse multiple routing domains that belong to differ- 
ent ISPs. IT managers still face the challenge of provisioning 
the total capacity (VPN tunnels) efficiently among the vari- 
ous types of traffic to meet application requirements such as 
latency and reliability characteristics. A CH-architecture can 
be deployed in this case to handle intra- and inter- domain re- 
source allocation. For example, IT managers can treat each 
corporate site as a basic domain, and introduce a CH-node at 
each site to monitor the traffic flow, adapt resource allocation, 
and re-negotiate SLAs with the corresponding ISPs when nec- 
essary. Various sites can be aggregated to form a larger LD, 
or several LDs, depending on the layout of the corporate net- 
work. The CH-nodes associated with these LDs can coordi- 
nate the aggregate resource allocation between domains that 
reflect on end-to-end performance requirements. 

The CH architecture can support two types of reservations: 
advanced and immediate reservations. An advanced reserva- 
tion (AR) is time-limited and resources are allocated in ad- 
vance based on statistical estimates of aggregate traffic over a 
particular link. We use advance reservations to reduce the call 
setup time, and the potential violation of QoS assurance if the 
traffic arrives before the resources are properly reserved. Such 
approach has been used for resource management in Virtual 
Private Networks (VPNs) as reported in [12]. Traffic statistics 
can be easily obtained by leveraging the existing traffic moni- 
toring and measurement systems, through either third party or- 
ganizations, e.g. MIDS Internet Weather Report (IWR) [13], 
Internet Traffic Report [ 141, or the ISPs themselves, e.g. Ca- 
ble & Wireless USA [ 151 and AT&T 1P Services [ 161. We can 
also gather information from end nodes using software toolkit 
such as SPAND [17], which enables the networked applica- 
tions to report the performance they perceive as they commu- 
nicate with distant Internet hosts. Advance reservations only 
track the aggregate traffic pattern at a large time-scale (e.g., 
different hour of the day) and do not reflect the rapid fluc- 

2A service level agreement (SLA) is an explicit statement of the expecta- 
tions and obligations that exist in a business relationship between two organi- 
zations: the service provider and the customer 

tuations of local traffic volumes produced by end-users. Im- 
mediate reservations (IR), on the other hand, can be made on 
demand when the existing reservations become insufficient to 
accept the new admission requests. The local CH-nodes per- 
forms admission control to ensure that QoS assurance to the 
existing connections are not violated. For evaluation purposes, 
we only consider advance reservations in this paper. 

The focus of this paper is on the architecture design of the 
Clearing House, its resource reservations and reservation re- 
quest scheduling mechanisms. We evaluate, with simulations, 
the costs and benefits of the CH approach, e.g. the tradeoff 
between the reduction in setup time, call rejections and re- 
source utilization by aggregating reservations. The rest of the 
paper is organized as follows. We discuss the related work 
in Section 11. In Section 111, we describe the design goals of 
the CH architecture and assumptions we make about the net- 
work. We introduce the Clearing House architecture in Sec- 
tion IV, with an overview of the hierarchical tree formation 
and the role of each component. Section V describes the ad- 
vanced reservation strategies based on a Gaussian traffic pre- 
dictor. We present the simulation framework in Section VI 
and performance evaluation of our design in Section VI1 and 
conclude the paper in Section VIII. 

11. RELATED WORK 

The Internet2 QoS working group have been investigating 
the inter-broker signaling to automate the adaptive reservation 
scenario using an inter-domain Diff-Serv test-bed, Qbone [ 181. 
However, the Bandwidth Brokers (BBs) are currently config- 
ured manually, and many design decisions remain open. Sev- 
eral BB implementations have been proposed and analyzed 
in [3], [5], [19], [20] as a scalable QoS provisioning mech- 
anism over the Diff-Serv architecture. However, many of 
these proposals only consider peer-to-peer structure of BBs 
or Reservation Agents (i.e., flat rather than hierarchy). The 
reservations are performed locally between two neighboring 
domains without reflecting the traffic and network variation in 
other domains that lie in the end-to-end path between source 
and destination networks. In addition, these studies do not in- 
clude advanced reservations. 

Advanced reservations are analogous to the existing SLSs 
between two peering ISPs. The interaction between advance 
reservation and admission control for immediate reservation 
requests has been studied in [21], [22], whereby individual 
users specify the bandwidth requirement at the time of re- 
quests. We, on the other hand, use a traffic predictor to es- 
timate the aggregate bandwidth demand without relying on 
how well individual flows keep to their bandwidth specifica- 
tions. Reference [ 121 described a similar adaptive reservation 
scheme optimized for VPNs, and compared its performance 
to static provisioning using real traffic traces. However their 
work only considers a single ISP scenario. It is important to 
understand the performance of the traffic predictor in the con- 
text of the Clearing House where an under- or over- estima- 
tion of bandwidth requirement for aggregate traffic originating 
from one particular domain can affect the network utilization 
on links that are shared by other neighboring domains. 
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Fig. 1. (a) Local Clearing House (LCHs) associated with their basic domains that lie within a single logical domain (b) An hierarchical CH-tree with multiple 
levels of logical domains. 

A new definition of QoS provisioning was defined based on 
mathematical economic models in [23]. The authors proposed 
a set of methodologies to compute the equilibrium prices 
based on the demands placed by the users, and the optimal 
allocation of buffer and link resources to each of the traffic 
classes. However, results in [23] were based on a single-node 
model that has multiple output links with an output buffer. 
Further studies are needed to investigate the applicability of 
this result to large networks, and develop market based mech- 
anisms to admit and route sessions over multiple domains. 

The concept of hierarchical databases has long been used 
in telephone network switching, and for user mobility man- 
agement in the PCS network. In both cases, the sessions are 
circuit switched or connection oriented, and each session gen- 
erates a constant bit rate (CBR) traffic. This paper explores a 
different problem space where all the sessions are connection- 
less, and individual flows can generate variable bit-rate traf- 
fic (due to compression), which allows statistical multiplexing 
at the packet level. The hierarchy of increasingly aggregated 
flows is common in the telephone network, but it is based on 
a fixed bit-interleaved digital multiplexing, as defined in the 
PDH standard [24], e.g. 24 telephone channels are carried at 
the T1 level (1.544 Mb/s). Each session is assigned a fixed 
time-slice of the resources. In this paper, the CH-architecture 
aggregates call requests and perform admission control deci- 
sion in real-time based on the available bandwidth and net- 
work performance, leading to a constantly varying statistical 
multiplexing gain. 

111. DESIGN GOALS AND ASSUMPTIONS 

One of the basic design requirements of the Clearing House 
is to extend rather than modify the existing network architec- 
ture to minimize the development cost. The CH enhances the 
services and performance of the network by adding some func- 
tionality to the network access routers (or edge routers) and 
leveraging information from traffic monitoring devices. The 
basic goals that drive our design of the Clearing House are: 

QoS Provisioning: The CH attempts to provide an end- 
to-end coarse-grained QoS assurance by performing ag- 
gregate resource reservation along the path from source 
to destination host networks. 
Scalability: The CH has a hierarchical tree structure that 
can incrementally scale to support a large user base (i.e. 
large geographic regions and large volume of simultane- 
ous calls). We strive to minimize the number of states 
maintained in each node of the CH and the backbone 
routers. 
Efficient Network Utilization: The CH attempts to op- 
timize the overall throughput while preserving the QoS 
of admitted calls by performing admission control based 
on information of the entire network stored in the CH 
database, e.g. reservation status and available bandwidth 
of inter-domain links. The accuracy of this information 
depends on the time granularity at which database is be- 
ing updated. 
Secure Real-time Billing: CH is a distributed database 
that can store the billing prices, quality and latency pro- 
vided by various ISPs. It can inform ISPs and customers 
about the available bandwidth, bandwidth demand, and 
reservation costs. This aspect of CH has been explored in 
another paper [25]. 
Support for Multicast Operations and Mobility: The 
CH infrastructure can be easily extended to support mul- 
ticast operations by coordinating resource reservations 
and cost-sharing between the group members at different 
level of the multicast tree. The CH can also keep track 
of the dynamic path changes and modify resource reser- 
vations accordingly to support mobility. This is part of 
future work, and is out of the scope of this paper. 

We focus mainly on the first three design goals in this paper. 
Specifically, we describe how the CH architecture establishes 
and negotiates aggregate resource reservations between neigh- 
boring domains in a hierarchical manner. We will not discuss 
how the reservation requests are translated to a specific traffic 
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control agreement (TCA) that can be understood by the edge 
devices, or how these TCAs are delivered to the edge routers. 

In designing the CH architecture, we make the following 
assumptions: 

The networks are capable of providing different service 
levels through a combination of packet marking, schedul- 
ing and queue management mechanisms. We assume net- 
work edge routers can verify whether the QoS assurance 
agreement is met by measuring the packet loss, average 
queuing delay, delay variance etc. 
Every routing domain has the capability to monitor and 
collect statistics of the incoming and outgoing traffic. We 
assume this information is trustable, and will be used by 
CH to negotiate resource reservations with neighboring 
domains. 
Control paths (e.g. reservation requests) and data paths 
are separated. We decouple call setup and resource reser- 
vation procedures to reduce the overall response time and 
increase the system throughput. 

IV. CLEARING HOUSE ARCHITECTURE 

In this section, we provide a complete description of the 
Clearing House and its various functionalities. 

A. Hierarchical CH- Tree 

First, we define several terms that we use in our discussions: 
A basic domain refers to a basic routing domain in the 
network. For example, a basic domain can be a small 
subset of backbone networks owned by a specific Internet 
Service Provider (ISP) which serves multiple host net- 
works. We assume that the Internet can be divided into 
non-intersecting basic domains. 
A logical domain (LO) is a collection of adjacent basic 
domains that are clustered to form a larger domain, which 
may refer to geographic boundaries (e.g. states, or small 
countries) or for administrative reasons (e.g. campus, 
company etc). On the other hand, a big ISP backbone 
network can span across multiple domains. 

The various logical domains can be clustered to form a 
larger logical domain. We can repeat the same process until 
we are left with one logical domain that represent the whole 
network. Together, these domains form a hierarchical tree, 
known as CH-tree. A distributed CH architecture is associated 
with every LD represented by a node in this tree. A CH-node 
at a particular level of the CH-tree maintains the reservation 
states of the LD, which is the union of all the sub-LDs whose 
states are maintained by its children CH-nodes. The actual 
number of CH-nodes in the distributed architecture will vary 
as a function of the size of the LD, and the level of the LD in 
the hierarchy. Mirror sites can be added to every CH-node to 
support fault tolerance and higher availability. 

A CH in the hierarchy aggregates all inter-LD call requests 
to a particular domain and sends this aggregated request to 
the parent CH. In other words, all call requests between two 
LDs would be aggregated as a single request at a parent CH. 
Therefore, a CH of a LD that is a collection of K sub-LDs 
would contain O(K2) call requests. Typical values of K are 

around 10 - 50. Only the CH at the local operators (at the leaf 
nodes of the CH-tree) maintain per-flow state information. 

Although it is easy to extend the depth of the CH-tree to rep- 
resent the whole network, this paper only considers the case 
of a two-level tree with one parent CH-node (a single logi- 
cal domain) and multiple children nodes (basic domains). We 
quantify the performance of Clearing House and reservation 
strategies in this simple case. 

B. Local and Global Clearing House 

A CH of a basic domain is called a Local Clearing House 
(LCH) and all other CH-nodes up in the hierarchy are called 
the Global Clearing House (GCH). For our initial design, we 
assume that the basic domains are non-overlapping to ensure 
that a user at a particular location has a unique LCH to contact 
for resource reservation or billing purposes. We concentrate 
on the case where there is only one GCH. 

All service providers present in a domain can advertise the 
costs of reserving bandwidth on their links to the LCH. The 
service providers offer various prices based on the domain of 
the final destination (e.g., call Canada 7/9 centshin) and the 
traffic load 1261. The LCH is responsible for the following set 
of operations: 

An LCH keeps track of the amount of existing reserva- 
tions and the available bandwidth on all the links between 
edge routers within the same basic domain. 
Based on the statistics of the intra-domain traffic, an LCH 
performs advance resource reservations on the intra- 
domain links. It also makes local admission control deci- 
sions when a new call request arrives. 
An LCH monitors the aggregated incoming and outgo- 
ing traffic exchanged with other neighboring basic do- 
mains and uses these statistics to estimate the future 
bandwidth usage. The predicted bandwidth usage for 
inter-domain traffic, and the aggregate reservation state 
on inter-domain links are reported to the GCH at the par- 
ent level in the hierarchy. 
An LCH aggregates inter-domain call requests and for- 
wards the aggregate reservation request to the parent 
GCH. If there are sufficient network resources on the end- 
to-end path, the LCH will receive acknowledgments from 
the GCH and the new calls will be admitted. Otherwise, 
the calls will be rejected. 

A GCH, on the other hand, acts as the coordinator among 
the various basic domains and handles resource allocation for 
all inter-domain calls: 

A GCH keeps track of the links that run between children 
sub-domains and their corresponding reservation status 
and network performance such as latency, average queu- 
ing delay, and packet loss rate. 
Based on the traffic statistics collected from all the 
children-LCHs, a GCH estimates bandwidth usage on a 
particular inter-domain link and performs advance reser- 
vation accordingly (see Section V). 
A GCH aggregates call requests received from its chil- 
dren LCHs, and performs advance reservations for the 
inter-domain links that lie within its LD. If the reservation 

0-7803-6266-7/00/$10.00 (c) 2000 IEEE 118 



request involves links that connect to neighboring LDs at 
the same level, the reservation request will be forwarded 
to the parent GCH, but this is not addressed in this pa- 
per. A GCH services reservation requests for aggregated 
traffic instead of individual calls. 

C, Caching and RxW scheduling 

We can employ two enhancements to improve the per- 
formance of the Clearing House, namely caching and RxW 
scheduling [27]. An LCH or GCH can cache intra-domain 
and inter-domain computed paths for previous reservation re- 
quests. This can reduce the service time of a reservation re- 
quest at a CH. Since the number of logical domains maintained 
by a CH is small (10-50), a local cache can typically store all 
inter-domain paths. A local cache in a LCH can also store 
the price listings of various service providers to different des- 
tinations. RxW scheduling [27] is a very good algorithm for 
increasing the throughput of the CH. It schedules the aggre- 
gated call requests with the maximum value of R x W, where 
R is the number of requests aggregated and W is the maxi- 
mum waiting time of an aggregated request. This scheduling 
algorithm maximizes the throughput (number of call requests) 
serviced without unduly affecting the response time for call 
requests. 

v. RESOURCE RESERVATIONS AND TRAFFIC PREDICTOR 

A. Overview 

This section describes the resource reservation and traffic 
monitoring mechanisms involved in the Clearing House in- 
frastructure, which are critical for providing QoS in wide-area 
networks. 

In many existing Diff-Serv proposals, bandwidth brokers 
negotiate the volume and the price of high-priority traffic to 
be exchanged between different domains through service level 
specifications (SLSs). However, the fluctuation of local traffic 
volumes produced by end-users has to be reflected in the SLSs 
between core networks. Fig. 1 shows a typical scenario that 
spans multiple basic domains. We assume each edge router 
(ER) or a third party prober can easily monitor the incoming 
and outgoing traffic on both the intra-domain links, and the 
links connecting to other neighboring domains. The LCH in 
each basic domain retrieves link properties (e.g. reservation 
status, link utilization, statistics on latency and packet loss ) by 
querying ERs or probers seen in the topology map. This is not 
an unreasonable assumption because real-time report on Inter- 
net traffic statistics, and performance of major ISPs are cur- 
rently available, and traffic monitoring architecture is in place 
in different parts of the network. As mentioned in Section I- 
B, we focus on advance reservations in this paper, whereby 
resources are reserved for aggregated traffic following a par- 
ticular path in advance for a specific time period based on a 
traffic predictor. 

B. Advanced Reservations 

We assume that the ERs can measure mean, m, and vari- 
ance, cr2, of the aggregate priority traffic for different times 

of the day based on rates sampled during a specific measure- 
ment window, Tmes. ERs send regular updates to LCH, which 
uses these statistics to predict future bandwidth usage along a 
specific link. 

Gaussian Predictor: When the number of individual flows 
gets large, the aggregate arrival rate tends to have a Gaussian 
distribution under Central Limit Theorem [28]. We estimate 
the required bandwidth as: B = m + au, where a is a QoS 
factor that controls the extent to which the bandwidth predic- 
tor accommodates variability in the samples. In the buffer-less 
case, the probability of packet loss is approximately &(a), 
where &() is the complementary cumulative distribution of 
the standard Gaussian distribution. 

An LCH uses the Gaussian predictor to set up advance reser- 
vations between different ERs within its own basic domain. 
Similarly, LCH keeps track of the mean and variance of ag- 
gregate traffic that flow into or out of the neighboring basic 
domains, and forwards this information to the parent GCH. 
The parent GCH uses a Gaussian predictor to estimate band- 
width usage between different children sub-domains, and es- 
tablish advanced reservations between them. This process is 
repeated at different levels of the CH-tree and time-based ad- 
vanced reservations are established on all the intra- and inter- 
domain links based on different sets of traffic predictors. 

Internet data traffic exhibits burstiness at multiple time- 
scales. Therefore, a predictor (8) based on a given sam- 
pling window can underestimate the bandwidth requirement 
that varies at a shorter time-scales, resulting in possible viola- 
tion of QoS guarantees. One option to cope with the changing 
user requirements is to signal each change in flow activities 
at ER through the LCH to the core networks. However, this 
requires core networks to keep per-flow state information, and 
would lead to the same scaling problem that Int-Serv architec- 
ture faces. In our design, the reservation requests between ERs 
reflect aggregated changes, and only propagate to the nearest 
LCH. The regular updates of reservation status are decoupled 
from the actual reservation requests. 

If the predicted bandwidth, B, overestimates the actual 
bandwidth required, it results in inefficient resource utiliza- 
tion. Over provisioning an inter-domain link for aggregate 
traffic originating from a particular source domain may result 
in unnecessary call rejections for traffit flows coming from 
other domains. The performance of of B heavily depends on 
the measurement window, T'ea, and the time-scale at which 
the bandwidth demand varies. We explore these tradeoffs in 
our simulation study (Section VI). 

C. Admission Control 
Whenever a sender wants to make a call to a receiver, there 

should be sufficient resources along the particular path from 
the sender to the receiver. Since on-line resource reservation 
is very costly, the goal of our design is to minimize the amount 
of per-link reservation that needs to be made for a particular 
call. Based on the reservation status within a domain, a par- 
ticular path is chosen such that the number of new per-link 
resource reservations is minimized. If the LCH fails to lo- 
cate any links with sufficient resources reserved to complete 
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a chosen path, the ER will block the new call. The admission 
control decisions involve some trade-offs in the QoS assurance 
and the number of rejected calls. 

VI. SIMULATIONS 
A. Framework 

We have developed a simulator that simulates the actions of 
a single-node Clearing House. The CH is treated as a database 
in which, the reservations along the various links in the topol- 
ogy are maintained. The database stores the propagation delay 
along the various links. The CH-node has the following simple 
structure: 
typedef struct { 
Database *database; 
/ /  Database of all links in topology 
IntexTable *itable; 
/ /  Hash index for efficient database access 
PendingQueue *pq; 
/ /  Pending queue of call requests 
TeardownQueue *tdq; 
/ /  Pending queue of tear-down requests 
TeardownAggregator *tda; 
/ /  Database of aggregated tear-downs 
AggregateRequests *arqueue; 
/ /  Queue of aggregated requests 
Network-Stats *net; 
/ /  Network Statistics 
Cache-Paths *cp; 
/ /  Cache of Shortest Paths 

)ClearingHouse; 

There are four important components in our Clearing House 
simulator. As illustrated in Fig. 2, they are call setup aggre- 
gator, call setup scheduler, call tear-down aggregator and call 
tear-down scheduler. These four processes are scheduled by 
the global scheduler in a weighted round-robin fashion. RxW 
scheduling is employed by the call setup scheduler and the 
cache is used for storing previously computed shortest paths 
between different domains. 

B. Network Topology 
For our simulations, we use the topology shown in Fig. 3, 

which is an approximation of the AT&T Worldnet IP back- 
bone as reported in [ 121. Assume a corporate network has to 
interconnect different sites that reside in 12 important cities in 

the USA. Each site is represented by a basic domain, and they 
are interconnected by VPN tunnels with limited bandwidth. A 
Local Clearing House (LCH) is associated with each basic do- 
main. Call requests are generated between various domains 
based on a weighted distribution and sent to the LCHs. The 12 
domains are grouped to form one larger LD and a CH-node is 
introduced to service aggregate reservation requests and coor- 
dinate resource provisioning between multiple domains. 

C. Workload Models 

We use voice traffic as a workload to drive the initial evalua- 
tion of the Clearing House. The call arrival rate in each domain 
i is modeled as an independent Poisson process of intensity X i  
calls per second, and the call duration is exponentially dis- 
tributed with a mean of 1/p=120 s. We define the traffic load 
arriving at each LCH i as pi = t, where i = 1, 2, . . . , 12. 
We assume silence suppression and model each voice source 
as an on-off Markov process. The alternating active ('on') and 
silence ('off') periods are exponentially distributed with aver- 
age durations of 1.004 s and 1.587 s. We consider an average 
talk spurt of 38.53% and average silence period of 61.47% as 
recommended by the ITU-T specification for conversational 
speech [29]. We assume that the voice source generates CBR 
traffic of 80 Kbps3 when 'on', and 0 Kbps when 'off'. 

VII. PERFORMANCE EVALUATION 

In this paper, we study the performance characteristics of 
a single Clearing House node and the prediction algorithm. 
These performance characteristics give us better insight into 
the policies that need to be adopted for building a complete 
Clearing House architecture. 

A. Gaussian Predictor Characteristics 

The first set of experiments explore the robustness of the 
Gaussian predictor with respect to traffic variability and mea- 
surement window, Tmea. We evaluate the bandwidth predictor 
using both simulated traffic and real voice traces. 

In the first case, we simulate individual voice sources based 
on the on-off Markov model (VI-C) with a traffic load of p = 
180 calls for a particular domain. We use a moving window 
of { 1,2, ..., 9, 10) minutes for measurement and traffic predic- 
tions. Fig. 4 shows a sample path of the aggregate traffic, along 
with the predicted bandwidth usage, B for Tmea = 1 and 10 
minutes. Note that the predictor with Tmea = 1 minute tracks 
the actual capacity requirement better than the 10-minute pre- 
dictor. If we allocate bandwidth based on the maximum rate 
(80 Kbps), we need a total bandwidth of N x 80 Kbps, where 
N is the number of flows. We define multiplexing gain as: 
(N x 80)/h. Advanced reservations based on 1-minute pre- 
dictor achieves a multiplexing gain that ranges from 1.37 to 
4.13 with mean of 1.62 and standard deviation of 0.31 8 when 
traffic load p = 180. 

3Assume 8 KHz 8 bitdsample PCM codec was used with 20 s frame per 
packet. With 12 byte RTP header, 8 byte UDP header and 20 byte 1P header, 
the size of each voice packet = 200 bytes. The bandwidth required will be 
(200 x 8) /20 = 80 Kbps. 
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We repeat the experiments using voice traces collected 
from actual conversations between professors, students, and 
staff members during research group meetings and in a com- 
puter science graduate-level class [30]. The voice traces were 
recorded according to the MASH archive file formats [31]. 
The individual voice traces are aggregated according to a Pois- 
son arrival model, and the sample path is plotted in Fig. 5,  
along with the bandwidth predicted using Tmea = 1 and 10 
minutes. The 1-minute predictor still tracks the actual band- 
width usage closely, but the 10-minute predictor fails to keep 
up with the smaller time-scale fluctuation. In both cases (sim- 
ulated and actual traffic), the probability of underprovisioning 
is less than 1% for all values of TmeaAtaken into consideration. 

We measure the effectiveness of B in terms of the percent- 
age of under-utilized capacity due to over-estimation of band- 
width requirement: 

Overprovisioning = (BI - Cij Ri j ) /C i j  R, j  where 
{ij} are source-destination pairs that have traffic routed 
through link I ,  and Rij is the actual traffic between source 
domain i and destination domain j routed through link 1. 

We run 100 simulations, each for 1 hour, using both simu- 
lated traffic and actual voice traces to evaluate the efficiency 
of the Gaussian predictor. The average % overprovisioning 
is plotted in Fig. 6 and Fig. 7 for the two cases. Observe that 
the amount of over-allocation increases with Tmea, as the pre- 
dictor becomes less responsive to both upward and downward 
trends in the voice traffic. The % overprovisioning is higher 
when real traces are used, which implies that the actual voice 
traffic is more bursty than the traditional on-off Markov model 
for voice. We need smaller T&a, i.e. 1-2 minutes, to track the 
fluctuation of the voice traces. 

B. CH Node Characteristics 

In our simulations, a single Clearing House node keeps 
track of the reservations along the various links in the topology 
given in Figure 3. The CH-node admits call requests between 
two domains and performs resefiations on the various links 
and services the requests. The reservations are maintained as 
a back-end database which is constantly updated. 

Given this setting, we test the performance of this node un- 
der various loads. We define the load as the number of reser- 
vation requests per second arriving at the CH node. A weight 

12 
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Gaussian Predictor, T,,, = 1 minute 
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Fig. 4. Gaussian predictors for simulated voice trafiic with measurement 
of 1 minute and 10 minutes, for p = 180. 
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Fig. 5. Gaussian predictors for actual voice traces with measurement of 1 
minute and 10 minutes. 

proportional to the population of the city is associated with ev- 
ery node in the topology. The calling pattern is derived from 
a probabilistic model in which the probability associated with 
every node is proportional to the weight of the node. 

We use three different scheduling policies to evaluate the 
CH-architecture. They are: 

RxW Scheduling: RxW scheduling is an aggregate 
scheduling mechanism in which multiple requests of a 
particular type are aggregated into one request (Sec- 
tion IV-C). 
FIFO Scheduling: This is the normal scheduling policy 
based on the first come first serve principle. 
Bounded FIFO: Bounded FIFO refers to FIFO schedul- 
ing with bounded response time, i.e. requests with high 
waiting times are directly dropped. 

We measure the throughput, mean response time, mean tear- 
down time and the call blocking rate for varying loads. We 
also measure the fairness of the different scheduling policies 
in terms of the variability of individual response time. 
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Fig. 6. Average overprovisioning (in a) when reservations are made 
based on Gaussian predictors for simulated M c  at p=180. 

Fig. 7. Average overprovisioning (in %) when reservations are made 
based on Gaussian predictors for aggregated voice traces. 

B. 1 Throughput Characteristics 

Throughput is measured as the number of calls serviced by 
the CH-node per second. From Fig. 8, we observe that the 
peak throughput obtained using RxW is 71% more than the 
peak obtained using FIFO. By introducing a bounded response 
time policy in FIFO scheduling, the throughput is unaltered. 
Using RxW scheduling, the CH can successfully take a load 
of 3500 calls/s while the CH can only take a load of 1850 
calls/s using FIFO scheduling. The throughput of RxW drops 
once the load increases beyond 3750 calls/s. 

B.2 Call-Blocking Characteristics 

A call is “blocked” when the reservation request is dropped 
by the scheduler either due to insufficient resources or exces- 
sive load. The blocking rate obtained using RxW scheduling 
is much less than that of FIFO scheduling. The call blocking 
rate of FIFO scheduling is unaffected by the bounded response 
time constraint. The call blocking rate is negligible until a load 
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Fig. 8. Throughput of a Clearing House node as the traffic load is varied 
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Fig. 9. Call Blocking Rate as the traffic load is varied 

of 1500 callds. For RxW scheduling, the call blocking rate 
is less than 10% until a load of 3200 calls/s. After a certain 
threshold, the blocking rate increases linearly with the load 
indicating a saturation point of throughput. 

B.3 Response-time Characteristics 
The response time is defined as the time taken to service a 

call request by the CH. In Fig. 10, we plot the mean response 
time as a function of the load for the three scheduling policies. 
The response time of bounded FIFO is always lower than 0.5 
s and is much lesser than that of normal FIFO after a load 
of 2000 calls/s. The mean response time of RxW increases 
linearly after 2500 callds. After a load of 1850 calls/s, the 
mean response time of FIFO scheduling shoots up rapidly and 
is an order of magnitude larg3r than bounded FIFO or RxW 
scheduling. 

B.4 Tear-down Characteristics 

It is important to measure the time taken to tear down the 
reservations along a particular path. Fig. 11 shows some very 
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Fig. 11. Tear-down response time as a function of traffic load. 

interesting properties of the tear-down response time. When 
the throughput of the system decreases at 3700 calls/s load, 
the tear-down response time drops by 5 ms for RxW schedul- 
ing and stabilizes at 16 ms. The mean tear-down time for RxW 
scheduling shows a steep increase after a load of 2500 calls/s 
while the mean tear-down time for FIFO policies stabilizes at 
6ms beyond a load of 1850 calls/s. The number of tear-down 
requests is proportional to the throughput of the system at a 
specified load. Hence, when the throughput of FIFO and RxW 
scheduling stabilizes at 2950 calls/s and 1770 calls/s at loads 
of 3500 caWs and 1850 calls/s, the mean-tear down time sta- 
bilizes. 

B.5 Fairness of our Approach 

We determine the fairness of our approach by studying the 
variations of response time. In a normal FIFO queue model, 
the response time of a call request would be proportional to 
the size of the queue. Since RxW scheduling tries to optimize 
the throughput of the CH, there might be a few requests which 
might have to wait for a long time before getting scheduled. 

0.061 1 

i- ~ 0 . 0 5 1  ,/, I F (  1 
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"0 200 400 600 800 1000 
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Fig. 12. Distribution of Response time at a load of 2000 requests per 
second. 
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Fig. 13. Distribution of Response time at a load of 3000 requests per 
second 

Such requests will observe a high response time. In Fig. 12 
and Fig. 13, we plot the variations of response time at two 
critical loads equal to 2000 calls/s and 3000 calls/s. At a load 
of 2000 calls/s, FIFO scheduling reaches its stable region and 
at 3000 callds, the throughput of RxW scheduling is close to 
its maximum and the response time of normal FIFO becomes 
a magnitude higher to 2 s. At a load of 2000 calls/s, a huge 
percentage (> 80%) of requests in RxW scheduling have a re- 
sponse time in the range of 50-220 ms while the response time 
of FIFO is distributed over the range of 30-600 ms. A huge 
percentage (>go%) of the requests in bounded FIFO have a 
response time between 450-500 ms at a load of 3000 calls/s. 
Bounded FIFO reaches a very high level of fairness for incom- 
ing requests. Even at a load of 3000 callds, the response time 
of FIFO is distributed equally between 30-2000 ms. A few 
percentage of the requests (<2%) in RxW scheduling suffer 
due to loss of aggregation and have a high response time (> 1 
S ) .  
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